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Abstract— The stability of vehicles traveling in 
different road conditions varies depending on 
road geometry and vehicle characteristics. To 
evaluate the stability of vehicles negotiating 
horizontal curves, which are an important 
component of highway alignment, certain critical 
factors, especially rollover and skidding speeds, 
need to be determined in advance. These 
parameters express the speed at which the 
vehicle can safely turn around curves for the 
current road conditions and how much it can 
remain balanced on inclined surfaces. 

In this context, the study examines the stability 
of vehicles traveling on horizontal curves. Within 
the scope of the study, data sets were created for 
different vehicle types, road conditions and road 
characteristics. These datasets cover a variety of 
scenarios to understand how different types of 
vehicles behave in different conditions. Various 
models have been developed using machine 
learning algorithms on these data sets, and 
predictions have been made with the models 
developed for different scenarios. As a result of 
the analysis, it was determined that the 
Polynomial Regression model, one of the 
developed machine learning models, provided 
better results. In addition, the effects of 
superelevation on horizontal curves for different 
vehicle types and road conditions have been 
examined in detail. 

The analyses showed that especially the curve 
radius of 200 meters was found to be a critical 
value. As a result, it has been understood that 
with the use of machine learning techniques, 
inferences regarding vehicle stability and safety 
can be obtained more quickly and can contribute 
to the development of driver assistance systems 
conventional and autonomous vehicles in the 
future. 

Keywords— dynamic stability; skidding; 
rollover; superelevated horizontal curves; 
machine learning 

I.  INTRODUCTION 

Horizontal curves are of vital importance in highway 
design in terms of road safety and effective traffic flow. 

Horizontal curves are designed to allow vehicles to 
change direction while, at the same time, allowing 
drivers to travel safely. Vehicle stability is one of the 
main factors taken into consideration in horizontal 
curves. Vehicle stability refers to the ability of a vehicle 
to remain balanced at a certain speed, and this feature 
is of great importance in horizontal curves. At high 
speeds or sudden maneuvers, vehicles must remain 
balanced and adverse situations such as skidding or 
tipping over must be prevented.  

The curves used in the design of horizontal 
alignment  must be determined adequately to ensure 
that vehicles remain stable at a given speed [1]. The 
radius of these curves should be compatible with the 
vehicle speed and allow drivers to use curves easily. In 
addition, the smoothness of the road surface is also 
important for vehicle stability, because an uneven or 
problematic road surfaces can make it difficult to 
control vehicles and cause accidents. 

Superelevation is the slope given to the road in the 
transverse direction. It has a significant impact on 
vehicle stability, especially in horizontal curves [2-4]. 
Along horizontal curves vehicles lean towards outside 
when rotating. These types of curves have a certain 
advantage in terms of balancing the centrifugal force of 
the vehicle and maintaining its stability. On the other 
hand, curves without superelevation are curves where 
the road surface has a crown. Vehicles have difficulty 
in terms of stability as they tend to lean more when 
turning on curves without superelevation.  

Another factor that affects vehicle stability in 
horizontal curves is the vehicle type. For example, a 
truck, which is a high-speed vehicle over the ground, 
may be more prone to rollover on the curves without 
superelevation, which can negatively affect stability. In 
contrast, a fast sports vehicle with low ground 
clearance may have features such as a lower center of 
gravity and a larger tire contact area, which can 
provide better stability on curves without 
superelevation. As a result, the differences between 
curves without and with superelevation have a 
significant impact on vehicle stability. Proper design of 
both types of curves is of great importance for the 
safety of vehicle occupants and regulation of traffic 
flow.  

Within the scope of the study, firstly, information 
about horizontal curves and vehicle dynamics is given, 
then the machine learning approach is introduced, 
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after the machine learning section, the speed 
estimation models developed for different vehicle types 
on curves with and without superelevation are 
explained and the analyses performed are explained. 
The findings obtained are presented in the results 
section. 

II. VEHICLE DYNAMICS IN HORIZONTAL CURVES 

Some physical forces act on vehicles traveling on 
horizontal curves, and the stability of the vehicle varies 
depending on the impact of these forces. Vehicle 
dynamics equations are equations that mathematically 
describe the motion of a vehicle. With the help of these 
equations, it is possible to understand the dynamic 
behavior of vehicles and predict their situation under 
different conditions. The vehicle's speed, acceleration, 
curve stability and other parameters can be calculated 
using these equations. Vehicle dynamics equations 
are important in different fields such as civil 
engineering, automotive design and driver assistance 
systems. These equations are used to evaluate the 
performance of vehicles in different road conditions, 
increase traffic safety and improve vehicle design. 
According to basics of physics and dynamics, the 
forces acting on a vehicle at horizontal curves are 
shown in Fig. 1 [1]. 

 

Fig. 1. Forces acting on a vehicle travelling along a horizontal curve 

 

The symbols used in the figure are  

F: The centrifugal force (N) 

f_s: Lateral friction force  

μ_e: Coefficient of lateral friction 

N: Normal force 

M: Centre of gravity of the vehicle 

G: Weight of the vehicle  

h: Height of the vehicle's centre of gravity from the 
road (m) 

e: Wheelbase of the vehicle (m) 

m: Mass of the vehicle (kg) 

R: Curve radius (m) 

 

If the turning radius decreases or the vehicle speed 
increases, the centrifugal force increases. This may 
cause the vehicle to be exposed to more external 
forces while turning, thus reducing its stability. In order 

for the vehicle to skid, be > 𝑓𝑠 . Considering factors 
such as the vehicle's turning radius, speed and mass, 
the value of the centrifugal force can be calculated as 
follows. 

∑ 𝐹x= 0                         (1) 

 

Fx-Gx-𝑓𝑠=0                                     (2) 

  

Fx= Gx+𝑓𝑠           (3) 
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Rearranging (4), the following equation is obtained to 
give the critical skidding speed. 
 

𝑉𝑠𝑘𝑖𝑑. = 11.3 ∗ √
𝑅∗(𝑡𝑎𝑛∅+𝜇𝑒)

(1−𝜇𝑒∗𝑡𝑎𝑛∅)
         (5) 

 

The expression 
(𝑉

3.6⁄ )
2

𝑅
  here represents the value of 

centrifugal acceleration (also called the centrifugal 
ratio). The value of the friction force is calculated as  

 

𝑓𝑠 = 𝜇𝑒 ∗ 𝑁                       (6) 

 

 
Apart from sliding (skidding), depending on vehicle 
type and some other parameters, vehicles may also 
overturn (also known as rollover) at horizontal curves. 
The rollover formula for a vehicle is calculated by 
writing the moment equilibrium of all the forces acting 
on the vehicle with respect to the pivot point, as 
shown in Fig. 1 [4-6]. 

The forces considered in Fig. 1 and the moment 
balance for the pivot point are defined below. 

 
𝐹𝑥*h=𝐺𝑦 ∗ 𝑒
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𝐺

𝑔
∗

(𝑉
3.6⁄ )

2

𝑅
∗ cos ∅ ∗ ℎ = 𝐺 ∗ cos ∅ ∗

𝑒

2
+

𝐺

𝑔
∗

(𝑉
3.6⁄ )

2

𝑅
∗

sin ∅ ∗
𝑒

2
+ 𝐺 ∗ sin ∅ ∗ ℎ                      (8)

  

the rollover speed is then obtained as 
 

𝑉𝑟𝑜𝑙 = 11.3 ∗ √
𝑅∗(

𝑒

2
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2
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          (9) 

 
As seen in the equation, the wheelbase of the vehicle, 
the height of the centre of gravity from the road and 
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the horizontal curve radius affect the rollover speed of 
the vehicle[7-9]. 

III. MODELS AND ANALYSES 

Extracting patterns from high dimensional data is a 
challenging task because visualizing the data 
distribution gets harder as the number of dimensions in 
the data, i.e. data features, increases. To understand 
the distribution of such data and extract meaning from 
them, we employ various machine learning algorithms. 
The performance of the models depends on the data 
distribution that they are trained on. Moreover, the 
sparsity of the data is another significant factor in the 
model selection process. The best-performing model 
should be able to generalize the data distribution well 
so that it can perform robustly on unseen data. 

To decide which machine learning algorithm 
performs best on the data we work on, the common 
method is to split the dataset into three subsets named 
training, validation, and test datasets. First, we train 
the candidate models on the training dataset. Since 
various hyperparameters are defined in these machine 
learning algorithms, we try possible combinations of 
their values. To measure how well the models 
performed with these hyperparameter values, we take 
inference of these trained models on the validation 
dataset. As the ground truth values are known in the 
dataset, we select the best-performing model 
according to the prediction errors on this dataset.  

As the process of selecting the best model includes 
the validation dataset, it cannot be used to report the 
performance of the final models. The dataset used for 
the final comparison should be unseen data. 
Therefore, we use the test set as the unseen data to 
calculate the performance of the final models for 
comparison. The performances are reported by 
calculating how close the predicted models are to the 
ground truth values. According to this comparison, we 
select the best model among the candidates. 

Researchers have been working on various types of 
applications of machine learning on the autonomous 
driving task [10, 11, 12]. In this work, we extend the 
analysis of [13] on machine-learning algorithms trained 
for prediction of skidding and rollover speed by 
considering the angle of superelevation of the 
horizontal curves. The details of the analyses are 
provided in this section, which consists of the 
subsections named dataset generation, machine 
learning algorithms, and model analyzes. 

A. Dataset Generation 

In Section 1, the equations for calculating the 
speed of skidding and rollover had been explained in 
detail. For calculating the skidding speed on a 
horizontal curve with superelevation, horizontal curve 
radius (𝑅), side-friction coefficient (𝜇𝑒), and angle of the 

superelevation  (∅) are required. On the other hand, 
horizontal curve radius (𝑅), angle of the superelevation 

(∅), wheelbase (𝑒), and height of the centre of gravity 

above ground (ℎ) are needed to calculate the speed of 
rollover on a horizontal curve with superelevation. We 
create two different datasets for our analyses. For this 

purpose, we generate data samples for each variable 
defined in the calculations. We select the range of 
these variables from the real-life examples. 

 

For the predicting the speed of skidding, all 
possible combinations of the following sets are used 
as the variable values: 

 

 Horizontal curve radius (𝑅): {30, 60, 90, 120, 

200, 300, 400, 500} 

 Side-friction coefficient (𝜇𝑒): {0.4, 0.38, 0.36, 

0.34, 0.32, 0.3, 0.28, 0.26, 0.24, 0.22, 0.2, 

0.18, 0.16, 0.14, 0.12, 0.1, 0.08, 0.06, 0.04} 

 tan(∅): {0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 

0.08, 0.09, 0.10} 

 
In total, the speed of skidding dataset consists of 

1368 samples. A different approach is used in 
generating the speed of the rollover dataset. There 
are 4 different vehicle types defined in the dataset. 
For all types, the following variable values are 
sampled from the same sets, which are defined as 
follows: 
 

 Horizontal curve radius (𝑅) in metres: {30, 40, 

50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 

150, 160, 170, 180, 190, 200, 225, 250, 275, 

300, 325, 350, 375, 400, 425, 450, 475, 500} 

 tan(∅): {0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 

0.08, 0.09, 0.10} 

 
In the dataset, the vehicle types are selected as 

car, minibus, heavy truck, and bus. Inspired from the 

real-life examples, the wheelbases ( 𝑒 ) of these 
categories are defined as 1.736, 2.059, 2.482, and 
2.200, respectively (in metres). The height of the 
centre of gravity above ground (ℎ)  is determined from 
real-life examples as minimum and maximum values. 
For cars, minibuses, and heavy trucks, the range  is 
defined as [0.508, 0.5842], [0.762, 1.016], and [1.524, 
2.159], respectively (in metres). As an exception, an 
approximate value is used for the bus, which is 1.302 
m. Simple random sampling method is utilized to 

sample 10 possible ℎ values for each category having 
a value range. Similar to the speed of skidding 
dataset, all possible combinations of the value sets 
are used as the data samples. As a result, the speed 
of rollover dataset consists of 270 samples for the bus 
category and 2700 samples for each of the rest. In 
total, there are 8370 samples in the dataset. 

B. Machine Learning Algorithms 

Three different machine learning algorithms are 
used to analyse their prediction performance on the 
speed of skidding and rollover. Since the speed values 
are continuous variables, the best candidates for the 
analysis are selected as linear regression, polynomial 
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regression, and multi-layer perceptron models. These 
models are trained with the supervised training 
approach as the ground-truth values of the target 
speeds are defined in the datasets. 

1) Linear Regression: The linear regression 

method assumes that the output values have a linear 

relation with the input values. To find such a relation, 

coefficients 𝛽1−𝑛 are assigned to the input values and 

a bias term 𝛽0 is defined. The equation of this relation 

is as follows: 
 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑛𝑥𝑛    (10) 
 

The linear relation represents a hyperplane, where 
the input value coefficients define the orientation of 
the hyperplane while the bias term determines the 
displacement of the hyperplane in space relative to 

the origin. In the equation, 𝑥1−𝑛 are the input values 
while 𝑦 stands for the predicted value. The coefficients 

and the bias term 𝛽0−𝑛 are the learnable parameters 
in this method. These parameters are found by 
minimizing the error between predicted and ground-
truth values. The most common approach used as the 
objective is to minimize the mean square error.  
 

2) Polynomial Regression: The training process of 

the polynomial regression method is similar to the 

linear regression; however, it takes input values with a 

different approach. Unlike linear regression, 

polynomial regression finds coefficients for the power 

of inputs from 1 to k to be able to learn non-linear 

relations. As an example, for k=3 and two input 

variables 𝑥1 and 𝑥2 , the equation of the learned 

function is as follows: 
 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥1
2 + 𝛽4𝑥2

2 + 𝛽5𝑥1𝑥2 + 𝛽6𝑥1
3 +

𝛽7𝑥2
3 + 𝛽8𝑥1

2𝑥2 + 𝛽9𝑥1𝑥2
2      (11) 

 
k is the hyperparameter of the model. The best value 
for minimizing the error depends on the data 
distribution of the dataset. It can be determined by 
calculating the error on the validation dataset for 
different k values and selecting the one that minimizes 
the error.  

 

3) Multi-layer Perceptron (MLP): Neural networks 

are one of machine learning algorithms that are a 

function composed of multiple non-linear functions, 

called neurons. The way of combining these functions 

defines if a model is single-layer or multi-layer.  The 

multi-layer version of the neural networks is called a 

multi-layer perceptron in the literature. Each layer 

processes data coming from the previous layer and 

feeds the results to the next layer. The data 

processing is done by the pre-defined non-linear 

functions, neurons, that have learnable parameters in 

them. The equation of a neuron is as follows: 
 

aj = g(∑ wijxi + bj

n

i=1
)                  (12) 

In the equation, aj stands for the value generated 

for the next layer by j
th
 neuron in the current layer. For 

finding this value, first, we multiply all the input values 

xi , provided by the n neurons in the previous layer, 
with the corresponding weights wij  and sum the 

results together with the bias bj , where the weights 

and the bias are learnable parameters. Later, we pass 
the results of the sum, linear operation, through the 

pre-defined activation function g so that the relations 
are mapped to a non-linear space. This mapping 
allows the network to learn more complex data 
distributions. 
 

The simplest MLP model consists of three layers 
that are input, hidden, and output layer. The number 
of neurons in the input layer is determined by the 
number of dimensions of the input data, which is 
equal to the number of features defined in the dataset. 
Unlike the input layer, the hidden layer consists of k 
neurons, which is a hyperparameter that needs to be 
tuned. As the predicted value is the final output of the 
network, the number of neurons in the output layer 
has to be equal to the number of predicted values. In 
our analysis, it is equal to one because only a speed 
value is predicted on both datasets. Also, the number 
of hidden layers is fixed to one and the number of 
neurons in the hidden layer k is tuned on the 
validation dataset.  
 

The process starting from feeding the input data to 
the network to obtaining the output value is called 
forward propagation. After the prediction is obtained, 
the learnable parameters in the neural network are 
updated by using the backpropagation method [14]. 
This method simply updates the parameters by 
minimizing an error function [15-16]. The derivatives 
of the error with respect to the parameters are used to 
update the learnable parameters. By iteratively 
updating these parameters with small steps, the 
model converges to a set of parameters that 
minimizes the error on the training dataset. The mean 
square error is the error function that is commonly 
used for training the regression models. 

C. Model Analysis 

For the implementation of the models, we 
employed scikit-learn [17], and PyTorch [18] libraries. 
Furthermore, the comparison of the ground truth and 
the predicted data are visualized with the help of 
Matplotlib [19] library. As explained in Section 2, the 
training and evaluation processes require three 
different dataset splits. For this purpose, the samples 
in the datasets are divided into training, validation, 
and test datasets, which contain 64%, 16%, and 20% 
of the dataset samples, respectively. The samples are 
shuffled before creating the dataset splits to ensure 
randomness. Before training, the input and output 
values are normalized to the [0,1] range. After 
finalizing the dataset pre-processing, the models are 
trained on the training dataset with the means square 
error loss. During training, the performance of the 
model is monitored by evaluating them on the 
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validation dataset with different hyperparameters to 
select the best-performing model. The prediction 
errors on the validation dataset are reported based on 
normalized values. For the performance comparison 
between the models, comparing the best models 
selected per algorithm, prediction errors on the test 
dataset are reported for both normalized and 
unnormalized values. 
 

Only a single model was trained with linear 
regression as there is no hyperparameter defined in 
this algorithm. The error values of the trained model 
on the ground-truth values are provided in Table 1. 
Moreover, the ground truth and the predicted values 
on the test dataset are visualized in Fig. 2. In the 
table, (N) stands for normalized values.   

 
During the training process of the polynomial 

regression model, various polynomial degrees k are 
tried for hyperparameter tuning. The error values of 
the model on ground-truth data reached during these 
trials are provided in Table 2, and the ground-truth 
and the predicted values on the test dataset are 
visualized in Fig. 3.  

 
 
 
 

The best-performing models for both datasets are 
found by selecting the value of k that reached to 
minimum error on the validation dataset, which is 
(k=10) for both datasets. Later, errors of the best-
performing models on the test dataset are reported for 
the final comparisons.  
 

In the MLP training process, the number of epochs 
is fixed to 10,000, ReLU is used as the activation 
function, and the combinations of the following 
hyperparameters are utilized for hyperparameter 
tuning: 
 

 Number of neurons in the hidden layer: {4, 8, 

16, 32, 64, 128, 256} 

 Learning rate: {0.05, 0.01, 0.005, 0.001} 

 
During training, the best models are selected by 

monitoring the validation error. For both datasets, the 
best hyperparameters found are 0.01 for the learning 
rate and 256 for the number of neurons in the hidden 
layer. The error values of the model on ground-truth 
data reached during these trials are provided in Table 
3, and the ground-truth and the predicted values on 
the test dataset are visualized in Fig. 4. 

 
Table 1 Mean square errors of predicted values by the linear regression model. 

Prediction Type Validation (N) Test (N) Test 

Skidding Speed 0.00305 0.00322 89.88647 

Rollover Speed 0.00225 0.00227 240.19882 

 
 
 
 
 
 

Skidding Speed (tan∅ vs R) Skidding Speed (tan∅ vs μe) Rollover Speed 

   
Fig. 2 Performance of the linear regression model in predicting skidding and rollover speeds on the test dataset. 
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Table 2 Mean square errors of predicted values by the polynomial regression model. 

 

Prediction 
Type 

Degree of 
Polynomial (k) 

Validation 
(N) 

Test (N) Test 

 
 
 
 

Skidding 
Speed 

1 3.05e-03 - - 

2 2.12e-04 - - 

3 2.93e-05 - - 

4 4.24e-06 - - 

5 2.83e-06 - - 

6 7.17e-08 - - 

7 3.34e-09 - - 

8 3.90e-10 - - 

9 8.29e-11 - - 

10 1.82e-11 9.32e-12 2.61e-07 

 
 
 
 

Rollover Speed 

1 2.25e-03 - - 

2 1.37e-04 - - 

3 1.80e-05 - - 

4 3.41e-06 - - 

5 7.39e-07 - - 

6 1.64e-07 - - 

7 4.54e-08 - - 

8 1.19e-08 - - 

9 3.03e-09 - - 

10 8.56e-10 7.16e-10 7.57e-05 

 
 
 

 
 

Skidding Speed (tan∅ vs R) Skidding Speed (tan∅ vs μe) Rollover Speed 

   
 

Fig. 3 Performance of the polynomial regression model in predicting skidding and rollover speeds on the test dataset. 

 
 
 
 

Table 3 Mean square errors of predicted values by the MLP model. 

 

Prediction Type Validation (N) Test (N) Test 

Skidding Speed 8.62e-07 6.24e-07 1.74e-02 

Rollover Speed 1.11e-06 9.57e-07 1.01e-01 
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Skidding Speed (tan∅ vs R) Skidding Speed (tan∅ vs μe) Rollover Speed 

   
 

Fig. 4 Performance of the MLP model in predicting skidding and rollover speeds on the test dataset 

 
 

As seen in Table 4, it was understood that the 
rollover speed of the vehicles increased as the curve 
radius and the amount of superelevation increased. 
This finding revealed that superelevation in the 
horizontal curve design has a positive effect on 
vehicle stability. At the same time, increasing the 
horizontal curve radius will increase traffic safety and 
vehicle stability. As can be seen from sample findings 

given in the table, results are very close to reality were 
obtained with the polynomial regression model on the 
data sampled from both training and test datasets. 
Accordingly, it has been concluded that the 
polynomial regression model, one of the machine 
learning approaches, can be used to model vehicle 
stability. 

 
 
 

Table 4 Comparison of the polynomial regression model’s rollover speed predictions and ground truth values using the mean square error across different 

vehicle types and radius of horizontal curve (R) values. 

Vehicle Type 
Radius of 
Horizontal 

Curve, R (m) 

Tangent of Angle of 
the superelevation, 

(tan∅) 

Predicted 
Rollover Speed 

(km/sa) 

Ground Truth 
Rollover Speed 

(km/sa) 

Bus 100 0.02 105.9784 105.9865 

Bus 100 0.06 110.3159 110.3225 

Bus 100 0.10 114.7869 114.7964 

Bus 200 0.02 149.8802 149.8875 

Bus 200 0.06 156.0101 156.0195 

Bus 200 0.10 162.3404 162.3466 

Car 100 0.02 151.1666 151.1763 

Car 100 0.06 156.6875 156.6974 

Car 100 0.10 166.8858 166.8956 

Car 200 0.02 213.7868 213.7956 

Car 200 0.06 224.3290 224.3383 

Car 200 0.10 236.0161 236.0260 

Minibus 100 0.02 134.1302 134.1385 

Minibus 100 0.06 140.0167 140.0254 

Minibus 100 0.10 146.3544 146.3652 

Minibus 200 0.02 189.6943 189.7004 

Minibus 200 0.06 198.0177 198.0258 

Minibus 200 0.10 206.9843 206.9917 

Heavy Truck 100 0.02 104.0604 104.0654 

Heavy Truck 100 0.06 108.3338 108.3396 

Heavy Truck 100 0.10 112.7309 112.7374 

Heavy Truck 200 0.02 147.1626 147.1707 

Heavy Truck 200 0.06 153.2061 153.2153 

Heavy Truck 200 0.10 159.4258 159.4347 
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IV. RESULTS AND DISCUSSION 

In this study, vehicle stability on horizontal curves 
was examined and skidding and rollover speeds were 
estimated for different curve geometries with a 
machine learning approach. In this context, machine 
learning approaches such as linear regression, 
polynomial regression and multilayer perceptron 
approaches were taken into consideration. 
Superelevation rates were changed for different curve 
radii and vehicle types, and training and test data sets 
were created accordingly. With training and test data, 
the validity of machine learning models was examined 
and the methods were compared. 
 

In general, when the error values and prediction 
graphs of the models on the test set are compared, it 
has been observed that the capacity of the linear 
regression model is not sufficient to learn the 
relationships, while the capacity of the polynomial 
regression and multilayer perceptron models is 
successful in predicting the real distribution. As the 
polynomial degree in the polynomial regression model 
was increased, the prediction capacity of the model 
increased and a performance increase was observed 
up to a point. The best models selected from 
polynomial regression models showed better 
performance than multilayer perceptron models. 
 

When the results obtained were evaluated in terms 
of vehicle dynamics, it was understood that the 
rollover speeds of different vehicle types varied for the 
same curve radius, and that this change was directly 
related to the vehicle size (gauge). According to these 
results, it has been determined that it will be beneficial 
for traffic safety for large-vehicles (buses, trucks, etc.) 
to pay attention to the speed limits, especially on 
small radius curves, and that safer navigation can be 
achieved for all vehicle types if the curve radius is 200 
m and above has been made. 
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