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Abstract— In this paper, computation of 
optimal gateway location using Silhouette method 
and support Vector Machines (SVM) technique is 
presented. The Silhouette method is used to 
compute the optimum number of cluster for any 
given number of sensor nodes distributed within a 
given network coverage area. On the other hand, 
the SVM technique is used to determine the 
optimal location of the gateways or cluster heads 
within each of the clusters. Also, the SVM is used 
to assign the each of the sensor nodes to their 
respective cluster. The algorithms and analytical 
expressions associated with the Silhouette 
method and support Vector Machines (SVM) 
technique are presented. The models are 
implemented in Python 3.12 using a case study  
𝟓𝟎𝟎𝟎  sensor nodes distributed randomly in an 
area of  𝟖𝟎𝟎𝒎 𝟖𝟎𝟎𝒎 𝒐𝒓 𝟔𝟒𝟎𝒌𝒎𝟐 .The Silhouette 
method identified five clusters as the optimal 
value. Then, the SVM was used to determine the 
optimal locations of the five gateways in four 
different distributions of the 5000 sensor nodes.  
The computation time was also determined. The 
results show that different random distribution of 
the 5000 sensor nodes give rise to different 
location for the gateways. Also, the results show 
that the Silhouette method and SVM technique 
took an average execution time of 991.7825 
seconds to compute the optimum number of 
clusters using the Silhouette method, determine 
the optimal gateway locations for each of the 
clusters and also cluster the 5000 sensor nodes to 
their respective cluster gateway. 

Keywords— Optimal Gateway Location, Sensor 
Network, Silhouette Method, Clustering Algorithm, 
Support Vector Machines Technique 

 
 

1.  INTRODUCTION 
Today, advancements in both electronic and 

communication technologies have resulted in sensors and 
sensor networks that have gained wide applications across 
the globe [1,2,3]. The rising smart systems and Internet of 
Things (IoT) and their applications depends majorly on the 
wireless sensor network [4,5,6]. In this wise, researcher 
have devoted much time to proffer solutions pertaining to 
wireless sensor networks.  

One of the concerns of this work is to utilize two 
methods, the first method which is Silhouette method is 
used to determine the optimum number of clusters in a 
clustered network [7,8,9] while the second method which is 
Support Vector Machines (SVM) technique is used to 
determine the optimal placement or location of the 
gateways within the clusters [10,11,12]. The study also 
examined the effect of random distribution of the sensor 
nodes on the gateway placement locations. Again the 
execution time of the models are evaluated.  Essentially, 
this study seeks to provide insights into the execution time 
for computing the optimal number of clusters and the 
optimal gateway placement in a clustered sensor network.  
The optimal gateway placement solutions will minimize 
cost and energy consumption in the network [13,14,15]. 
The energy consumption is always a big concern in sensor 
networks especially given that sensors are resource 
constrained and mainly battery powered [16,17,18]. So, this 
study provides requisite ideas for sensor network designers 
and researchers seeking to enhance network lifespan 
through optimized cluster and gateway placement solutions.  
 
2. METHODOLOGY 
This work seek to first determine the optimum number of 
clusters for a given number of sensor nodes. Afterwards, 
the optimum number of clusters is used to determine the 
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2.2 Determination of Optimal Gateway Location 
using Support Vector Machines (SVMs) 
Supposed a dataset contains 𝑛 number of points and can be 
represented as: 𝑥 , 𝑦 , 𝑥 , 𝑦 , … , 𝑥 , 𝑦 , any specific 
feature 𝑦 , in which a 𝑝 dimensional vector 𝑥  belongs can 
take the value of 1 or 1. For each data point’s segment, 
𝑠 ∈ 𝑆, the goal is to locate a margin that differentiate all 𝑥  
corresponding to 𝑦 1  from all 𝑥  corresponding to 
𝑦 1 . The difference is defined to maximize the 
Euclidean distance between 𝑥  and the margin, from either 
side of the plane. Within the network space, the thick 
margin can be written in terms of 𝑥 such that Equation 1 is 
satisfied 

𝜂 𝑥 𝑏 0  (1) 
where, 𝜂  represents the normalization vector and 𝑏  is the 
intercept vector. 
The deviation of the thick margin from the center, with 

respect to 𝜂 can be defined as 
‖ ‖

. Considering the fact that 

there could be spontaneous data fall off towards the thick 
margin, Equation 1 is constrained by the expression in 
Equation 2: 

𝜂 𝑥 𝑏 1;      𝑖𝑓 𝑦 1
𝜂 𝑥 𝑏 1;         𝑖𝑓 𝑦 1    

 (2) 

This ensures that all the sensor nodes locations are 
maintained around the thick margin. The authentic 
expression of Equation 2 can be written as: 

𝑦 𝜂 𝑥 𝑏 1;   ∀ 1 𝑖 𝑛 (3) 
Hence, the optimization problem can be defined as: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
,

‖𝜂‖  (4) 

The Equation 4 is subject to the constraint in Equation 3. 
The value of 𝜂 and 𝑏 for which the solution to Equation 5 is 
obtained determines the central and optimal location where 
the gateway must lie. 

𝑥 → 𝜎 𝜂 𝑥 𝑏  (5) 
Where 𝜎 ∙  denotes the sigmoid function. Two support 
vectors are extracted, each from both the positive and the 
negative sides of the boundary. The positional deviation 
vector between these two support vectors 𝑣  and 𝑣  can be 
computed as ∆P =𝑣  - 𝑣 . 
2.3 Parameters Selection for the Kernel: The kernel 
function used for the cluster head selection problem is the 
sigmoid function which is expressed as [19,20,21]:  

𝛾 𝑥 , 𝑦 tanh 𝛾𝑥 ⋅ 𝑦 𝑐   (6) 
Where, 𝛾 denotes the training influencer, and 𝑐 denotes the 
penalty factor. A higher 𝑐 aids a more correct optimal point 
for the cluster head. Hence, 𝛾 must be properly selected to 
achieve the desired goal by imposing higher  𝑐. Considering 
an imperfect separable problem which is applicable to the 
real cases, certain data points are allowed to stay at some 
distance 𝑑  from the thick margin, then Equation 4 can be 
written in expanded form as: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
, ,

𝜂 𝜂 𝐶 ∑ 𝑑   (7) 

Subject to: 
𝑦 𝜂 𝑥 𝑏 1 𝑑 ;   ∀ 1 𝑖 𝑛;     𝑑 0 ∀1 𝑖

𝑛  (8) 
Equation 8 aims at reducing the thick margin which 
corresponds to 𝜂 𝜂. In this process, penalty is measured for 
misclassification. The weight of the penalty is controlled by 
the parameter 𝐶 in Equation 7. Considering the two sides of 
the thick margin, the optimization problem can be defined 
as: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝛼 𝛼𝑍 𝛼𝑒   (9) 

Subject to; 
𝑦 𝛼 0;    0 𝛼 𝐶, 𝑖 1, … , 𝑛  (10) 

Where, 𝑍 denotes a finite matrix having 𝑛 𝑛 dimension, 𝑒 
denotes vector in which all values are 1, 𝛼 denotes the two-
side coefficient. The finite matrix 𝑍 can be defined in terms 
of the kernel as: 

𝑄 𝑥 𝑦 𝛾 𝑥 , 𝑦  (11) 

The output of the optimization function yields the decision 
function for a given set of sample. The decision function is 
defined as: 

𝑓 ∑ 𝑦 𝛼 𝛾 𝑥 , 𝑥 𝑏 (12) 
In the implementation of the SVM model, the system 
parameters are exposed by the SVM object properties 
which are: 𝑑𝑢𝑎𝑙_𝑐𝑜𝑒𝑓𝑓, 𝑠𝑢𝑝𝑝𝑜𝑟𝑡_𝑣𝑒𝑐𝑡𝑜𝑟, and 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡. 
The complete algorithm is presented in Algorithm 1. 
Algorithm 1: Optimal location of gateway using SVM 
1: Begin 
2: Define input dataset 𝒳 
3: Define 𝜂, 𝑏 
4: Represent 𝒳 in vector form and select 𝑥  vector which 
satisfies Equation 1. 
5: define the margin 𝑚 
6: for each data-point in the network space 
7:  compute the deviation of each data point from the 
defined margin 
8:  if the deviation is greater the a threshold 𝜀 
9:   Compel the data-point towards the 

margin using Equation 3 and the constraint in    
Equation 2 

10.  end if 
11: end for 
12: Compute 𝛾 𝑥 , 𝑦  based on Equation 6 
13: end 
 
3. RESULTS AND DISCUSSION 
In order to evaluate the SVM technique, the design model is 
implemented in Python 3.12. The core libraries used for the 
implementation include: numpy, pandas, SVC, sklearn and 
Matplotlib. The experiment is performed for 5000 sensor 
nodes in an area of 𝐴 800𝑚 800𝑚 640𝑘𝑚 , as 
presented in Figure 2 for the case of 5000 sensor nodes.  
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Figure 5 The gateway locations for sensor nodes distribution 1 

 
Figure 6 The gateway locations for sensor nodes distribution 2 

 
Figure 7 The gateway locations for sensor nodes distribution 3 
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Figure 8 The gateway locations for sensor nodes distribution 4 

 
Figure 9 The locations of Gateway 1 for sensor nodes in all the 4 distributions  

 
4. CONCLUSION 

Evaluation of Silhouette method and SVM technique for 
application in clustering sensor nodes is presented. The 
study employed the Silhouette method for computing the 
optimum number of clusters required for set of sensor 
nodes distributed randomly in a given rectangular area. The 
Support Vector Machines is used to compute the optimal 
location for the gateway and also to cluster each of the 
sensor nodes to their respective cluster heads. The 
simulation was conducted for four different distribution of 
the sensor nodes within the same area and the execution 
time was determined for each of the four distribution. In all, 
the results obtained from the study show that the Silhouette 
method and SVM technique can be used for such clustered 
sensor nodes which is common in smart systems 
applications. 
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