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Abstract— In this paper, Recurrent Neural 
Network (RNN)-based injection substation load 
prediction and forecasting is presented. Mathematical 
representation of the model is presented and the two key 
parameters used as the input for the model prediction 
and forecasting are the feeder and historical injection 
station load behavior .  The long short term memory 
networks (LSTM). Architectures is used in the RNN 
model. The algorithm of the RNN Based on LSTM 
Architecture is also presented.   An historical hourly 
feeder load profile from Udo Udoma substation in Akwa 
Ibom State Nigeria is used.  The   model was simulated 
in python 3 development environment using Pycharm. 
The load predictions are done on the scaled data which 
was segmented into 𝟕𝟓% training set and 𝟐𝟓% test set. 
The results show a good learning behavior for the 
training set and the test set as the training loss and the 
validation loss did not exceed 𝟏𝟎 after 𝟓𝟎 epochs. Also, 
the mean squared error for the model predictions 
is𝟐. 𝟎𝟒. Since, only three months hourly data was used 
in the model training and validation, a one month 
forecasting of the feeder load was conducted using the 
developed RNN model. 
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Injection Substation,  Load Prediction, Feeder Load 
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1. Introduction 

 Over the years, various prediction models have been 
developed to help electrical load planners have insight 
about the future requirements; hence have some level of 
precision and accuracy on their proposals [1,2,3]. 
Nevertheless, there exist some inherent issues which often 
lead to some drifts from the expectations. For instance, the 
short term load forecast models has been developed by 
various researchers who deployed different techniques to 
tackle the prediction issues identified [4,5]. Each of these 
methods has their peculiar strengths and weaknesses with 
respect to parameter sensitivity, precision in prediction, and 
training difficulties [6,7].  
Some researchers have observed that electrical load 
behavior has recursive and periodic pattern which is subject 
to the consumers’ activities [8]. Such behavioral patterns 

exhibited by the consumers’ load possess real world valued 
time series nature. The load characteristic data collection 
mechanism often possess variable dynamics over the period 
of time under investigation. This variance often stems from 
the system inherent properties in-terms of superficial 
intrusion and latency. Consequently, prediction precision 
and accuracy may significantly vary for different dataset 
despite the application of the same prediction or forecasting 
model. 
A close observation on a typical electrical load data shows 
they are random and non-stationary in nature [9]. Their 
non-stationary attribute is further characterized by level 
transformation, outliers on time series analysis. Any data 
point that is located very far from other points within the 
cluster is considered as an outlier, and they typically result 
due to errors. An unsophisticated prediction models find it 
difficult to handle outliers. This is one of the major reasons 
prediction errors are large in load forecasting. Level 
transformation, on the other hand denotes sudden and 
sustained deviation from existing time series data trend. 
This usually results from policy, which may involve 
technology amendment. This research proposes application 
of Long Short Term Memory (LSTM)-based architecture 
on recurrent neural network (RNN) to solve the electrical 
load prediction and forecasting problems [10,11,12,13]. 
2. Methodology 
2.1 System Design Model 
The focus in this work is to present details of Recurrent 
Neural Network (RNN)-based injection station load 
prediction and forecasting. The two key parameters used as 
the input for the model prediction and forecasting are the 
feeder ൫𝑥௙ௗ௥൯  and historical injection station load 
behavior ൫𝑥௟௣൯. The interconnection of these input forms 
nodes and each node has certain weight 𝑤௖  assigned to it 
along with a bias factor 𝑏௜  in the activation function, 𝑓௔ . 
The system model is presented in Figure 1.  The 
mathematical representation of the model can be expressed 
as follows: 

𝑦௣ ൌ 𝑓௔ሺ∑ 𝑤௡௜ ⋅ 𝑥௡௜ ൅ 𝑏௡௜
ே
௡ୀଵ ሻ (1) 

Where, 𝑥௡௜  is the 𝑛௧௛  input vector, 𝑤௡௜  is the distributed 
weight factor for the 𝑛௧௛ input vector, 𝑏௡௜ is the 𝑛௧௛ bias, 𝑁 
is the total number of inputs to the system.  



JM

2.2

mo
me
wit
LS
pro
LS
the
fiv
inte
cel
allo
epo
Fig

con
of 
intr
bet
𝑔ଶ 
hyp
rep
upd
for
For

Can

MESTN423544

2  The   Recur
There a

odel. Howeve
emory networ
th various gat
TM cells. Th

opagation tim
TM model, th

e invariant err
e various gat
errelated in u
lls is linearly 
ows data to 
ochs. The LST
gure 2.  

Accord
ntent of 𝑥௧ and
the model wh
ramural state 
tween the cell
serve as the 

perbolic tang
presents the f
date gate and
r these gates ar
rget gate: 
𝜎௙ሾ𝑡ሿ ൌ 𝜎൫𝑊
ndidate state: 

402 

rrent Neural 
are various arc
er, this work 
rks (LSTM). 
tes which reg

he architecture
me technique. 
he gradient iss
ror back throu
tes which are
unique manne
updated by t
be easily t

TM model use

ding to the L
d 𝑦௧ are swap
hereas, ℎ௧ିଵ, ℎ
variables and

ls and the virt
nonlinear ope

gent. Finally 
forget gate, t

d 𝜎௢ represents
re presented m

𝑊௙𝑥ሾ𝑡ሿ ൅ 𝑅௙𝑦ሾ

𝑥௙ௗ௥ 

𝑥௟௣ 

Network Arc
chitectures th

adopts the 
The LSTM i

gulates error f
e is trained th

With the ap
sues are mitig
ugh time. Not
e non-linear fu
er. The intrin
the LSTM. Th
transmitted b
ed in this wor

STM model 
pped with the 
ℎ௧, 𝑦௧ିଵ, and 
d their conten
tual layer.Fur
erators which

the sigmoid
the symbol 𝜎
s the output g
mathematically

𝑡 െ 1ሿ ൅ 𝑏௙൯ 

𝑤௖ 

𝑤௖ 

Normal

w

Figure 
chitecture 
at exist for RN
long short te
s an architect
flow through 
hrough the ba
pplication of 
ated by rerout
tably, LSTM 

functions and 
nsic status of 
his characteri
backward acr
rk is presented

in Figure 2, 
input and out
𝑦௧ represents 

nt are transmit
rthermore, 𝑔ଵ
h are executed
d operators  ൫
𝜎௨ represents 
gate. The mod
y  as follows:

 

෍ሺ⋅

𝑏௜ 

lization 

Journal 

www.jmest.or

1: The system

RNN 
erm 
ture 
the 

ack-
the 

ting 
has 
are 
the 

istic 
ross 
d in 

the 
tput 
the 

tted 
and 

d as 
൫𝜎௙൯ 

the 
dels 

(2) 

Up

Ce

Ou

Ou

Wh
den
of 
con
Eq
𝜎௙

cel
par
of 
the
LS
and
out
Eq
𝑥ሾ𝑡
sho
0, 
wit

⋅ሻ 𝑓

Inpu

of Multidisciplin

rg 

m model 
ℎ෨ሾ𝑡ሿ ൌ 𝑔ଵሺ𝑊

pdate gate: 
𝜎௨ሾ𝑡ሿ ൌ 𝜎ሺ𝑊

ell state: 
ℎሾ𝑡ሿ ൌ 𝜎௨ሾ𝑡ሿ

utput gate: 
𝜎௢ሾ𝑡

utput: 

here, 𝑥ሾ𝑡ሿ den
note the weigh

the cell, 𝑅௢

nnection wei
quation 4, and

determines th
ll state ℎሾ𝑡 െ
rsed to the up
the most rece

e most recen
STM cells is 
d feed throug
tput 𝑦ሾ𝑡ሿ . E

quation 6 show
𝑡ሿ and the pas
ows that when
then the pres
thout any mod

O

𝑓௔ 

ut dataset 

nary Engineerin

𝑊௛𝑥ሾ𝑡ሿ ൅ 𝑅௛𝑦ሾ

𝑊௨𝑥ሾ𝑡ሿ ൅ 𝑅௨𝑦ሾ

⨀ℎ෨ሾ𝑡ሿ ൅ 𝜎௙ሾ𝑡

𝑡ሿ ൌ 𝜎ሺ𝑊௢𝑥ሾ𝑡

𝑦ሾ𝑡ሿ ൌ 𝜎
notes the inpu
ht matrix mete
௢ , 𝑅௨ , 𝑅௛ , 
ghts. Each g
Equation 6 h

he dataset that
1ሿ. The survi

pdate gate 𝜎௨ w
ent state ℎሾ𝑡ሿ  
t member ℎ෨ሾ
sieved out u

gh the output 
quation 2, E

w that each st
st output 𝑦ሾ𝑡 െ
n the forget ga
sent state is tr
dification. 

Output (pred

ML Model 

ng Science and T

Vol. 11 Iss

ሾ𝑡 െ 1ሿ ൅ 𝑏௛ሻ 

ሾ𝑡 െ 1ሿ ൅ 𝑏௨ሻ 

𝑡ሿ⨀ℎሾ𝑡 െ 1ሿ 

𝑡ሿ ൅ 𝑅௢𝑦ሾ𝑡 െ

𝜎௢ሾ𝑡ሿ⨀𝑔ଶሺℎሾ𝑡
ut vector, 𝑊௢, 
ed on the corr
and 𝑅௙  state

gate defined 
has its unique
at should be re
iving set from
which determ
which should

ሾ𝑡ሿ . The pres
using 𝑔ଶሺ⋅ሻ  no
t gate which 
Equation 3, E
tate relies on 
െ 1ሿ. The dia
ate is 1, and t
ransmitted to 

diction/fore

l 

Technology (JME
ISSN: 2458-9

ue 1, January - 2

16

 

1ሿ ൅ 𝑏௢ሻ

𝑡ሿሻ 
𝑊௨, 𝑊௛, and

responding inp
es the recurr

in Equation
 application. 
ejected from p
m forget gate 

mines the quan
d be updated w
sent state of 
onlinear funct
filters the ac
Equation 4, 
the present in
gram in Figur
the update gat
the next inter

cast) 

EST) 
9403 
2024 

6900 

(3) 

(4) 

(5) 

(6) 

(7) 
d 𝑊௙ 
puts 
rent 

n 2, 
The 
past 
are 

ntity 
with 

the 
tion 

ctual 
and 

nput 
re 2 
te is 
rval 



JM

2.4
An
sub
con
Ud
we
202
28
Th
env
libr
skl
we
mo
dat
obt
Th
Squ

Wh
pre
con
 
 
 

MESTN423544

4 Simulation o
n historical lo
bstation in A
ntains some fe
do Udoma feed
ere taken on 
22 to August, 
08.   
e   model w
vironment usi
raries which 
learn, keras, an
ere entered in
odel for pred
taset were ap
tain independe
e performanc
uared Error (M

here, 𝑦௜  denot
edicted value
nsidered.  

ℎ௧ିଵ 

𝑦௧ିଵ 

402 

of the model 
oad profile wa
Akwa Ibom S
feeders but thi
ders. The data
hourly basis 
2022). The to

was simulate
ing Pycharm.
include nump
nd seaborn we

n .csv file for
diction and fo
pplied indepen
ent results usi
ce of the mo
MSE) which i

tes the 𝑖௧௛  ac
, and 𝑛  deno

ൈ 

𝜎௙ 

𝑥௧ 

Figure 2: Th

  
as gathered fr
State Nigeria.
is work utilize
a entries of Ud
for four mon

otal row coun

ed in python 
. First, some 
py, pandas, m
ere installed. T
rmat before b

forecast. The 
ndently on th
ing the RNN m
odel is evalua
s computed as

𝑀𝑆𝐸

ctual value, 𝑦ො௜
otes the num

𝜎௨ 

w

he long short 

from Udo udo
. The substat
ed the dataset 
do Udoma fee
nths (from M
t for valid dat

3 developm
relevant pyth

matplotlib, sci
The collated d
being fed to 
different fee

he test model
model. 
ated using M
s: 

𝐸 ൌ
∑ሺ௬೔ି௬ො೔ሻమ

௡

௜  denotes the 
mber of samp

Journal 

www.jmest.or

term memory

oma 
tion 
t for 
eder 

May, 
ta is 

ment 
thon 
ipy, 
data 
the 

eder 
l to 

Mean 

(8) 

 𝑖௧௛ 
ples 

3 R
3.1
Th
col
the
are
res
Fig
“FD
Th
pre
(N
tha
dat
Ea
tha
“T
dat
per
obj
uni
A s
in 
dat
 

ൈ 

൅ 

𝑔ଵ 

of Multidisciplin

rg 

y networks (LS

Results and D
1 Data cl
he raw data 
lumns of data
e columns of 
e not supporte
search.  The 
gure 3 inclu
DR.1”, “UU”

he raw dataset
esented in Fig
aN) columns 

at the machin
ta. 
ch row of the

at the time s
IME” column
ta row as pres
r hour for ea
ject is appen
iqueness. 
segment of th
Figure 6 and
taset.  

𝜎଴ 

nary Engineerin

STM) model 

Discussions 
leaning  and p
collated from

a as presented 
records have 
ed by the ma
relevant colu
ude “TIME”
, “FDR.2”, “IB
t is cleaned a
ure 4, all null 
are replaced

ne learning m

e data items 
tamp for eac

n is formatted
sented in Figu
ch day. The 
nded to the 

e raw load dat
d Figure 7 sho

ൈ 

𝑔ଶ 

ng Science and T

Vol. 11 Iss

preprocessin
m the substat

in Figure 3 h
data types an

achine models
umns from th
”, “SEC”, “
BB”, “FDR.3
and in the cle
l columns and
d with zero. T

model can corr

are time stam
ch row is un
d as the uniqu
ure 5.  Also, d
time portion 

date portion

ataset for Udo 
hows the corre

𝑦௧ 

Technology (JME
ISSN: 2458-9

ue 1, January - 2

16

 

ng 
tion contains 
however, some
nd formats wh
s adopted in 

he raw datase
“FDR”, “AK
”.  
eaned dataset

d “Not a Numb
This is to ens
rectly handle 

mped; that me
nique; hence, 
ue index for e
data was colla
of the date t
n to create 

Udoma is sho
esponding sca

𝑦௧ 

ℎ௧ 

EST) 
9403 
2024 

6901 

17 
e of 
hich 
this 

et in  
KA”, 

t, as 
ber” 
sure 
the 

eans 
the 

each 
ated 
time 

the 

own 
aled 



JMMESTN423544402 

Fi

w

gure 3: The cr

Figure 4 : Cr

Journal 

www.jmest.or

ross section o

ross section of

of Multidisciplin

rg 

f the raw data

f cleaned data

nary Engineerin

aset 

a 

ng Science and T

Vol. 11 Iss

Technology (JME
ISSN: 2458-9

ue 1, January - 2

16

 

 

EST) 
9403 
2024 

6902 



JM

3.2

Th
Fur
dat
set
the

MESTN423544

F

2 Result o
Model 

e load pred
rthermore, in
taset was segm
. The model p

e Udo Udoma 

402 

Figure 7: Visu

on the load p

dictions are 
n order to m
mented into 7

prediction outp
injection subs

Figu

Figure 

ualization of r

prediction bas

done on th
make predicti
75% training 
put is presente
station load pr

w

ure 5: Cross se

 6: Un-scaled

raw data show

sed on the R

he scaled d
ions, the sca
set and 25%
ed in Figure 8
rediction.   

Journal 

www.jmest.or

ection of the t

d data slice for

wing the histor

RNN 

data. 
aled 
test 

8 for 

Al
Ud
rep
(pr
Ud
sho

of Multidisciplin

rg 

training data in

r Udo Udoma

rical load and 

so, graphical 
doma feeder i
presentation o
rediction set),
doma feeder is
ow a good lea

nary Engineerin

ndex 

 
dataset 

feeder state fo

representatio
is shown in F
f the 75% trai
and forecast 

s shown in Fi
arning behavi

ng Science and T

Vol. 11 Iss

 

or Udo Udom

on of the raw
Figure 9 whi

aining dataset,
t for the next 
igure 10. The 
ior for the tra

Technology (JME
ISSN: 2458-9

ue 1, January - 2

16

 
ma 

dataset for U
le  the graph
25% test dat
30 days for U
results presen

aining set and 

EST) 
9403 
2024 

6903 

Udo 
hical 
aset 
Udo 
nted 

the 



JM

test

MESTN423544

t set as the tr

402 

raining loss a

F

and the valida

Figur

Figure 9: Grap

w

ation loss did 

re 8: Predictio

phical represe

Journal 

www.jmest.or

not exc

on output for U

entation of the

of Multidisciplin

rg 

ceed 10 after 

Udo Udoma d

raw dataset f

nary Engineerin

50 epochs.   

dataset 

for Udo Udom

ng Science and T

Vol. 11 Iss

 

ma 

Technology (JME
ISSN: 2458-9

ue 1, January - 2

16

 

EST) 
9403 
2024 

6904 



JM

Fi

 
3.3

Th
Seq
fun
(th
inp
opt
eac

 
 
 

MESTN423544

gure 10: Grap

3  Performa
Architec

e LSTM mo
quential func
nction was set
e historical lo

put of the LS
timizer called
ch of the pred

Figu

402 

phical represen

ance Evalua
cture 
odel was co
ction with 6
t to ‘relu’ whi
oad data and t
STM. The m
d ‘Adam’ whi
diction.  Analy

ure 11: Traini

ntation of the 

ation for th

onstructed us
64  neurons. 
ile the two tar
the feeder stat

model was com
le the 𝑀𝑆𝐸 w
ysis of the mo

ng loss versus

w

70% training
day

he RNN/LST

sing the pyth
The activat

get data colum
te) was fed to 
mpiled using

was computed 
odel performa

s validation lo

Journal 

www.jmest.or

g dataset, 30%
ys for Udo Ud

TM 

hon 
tion 
mns 
the 

g an 
for 

ance 

wa
los
eff
val
the
res
for
res
is 2

oss for dataset
 
 
 

of Multidisciplin

rg 

% test dataset (
doma 

as performed 
ss and the v
ficiency of the
lidation loss s
e new data. T
sults in Figure
r Udo Udoma 
sults presente
2.04. 

training of U

nary Engineerin

(prediction set

on two metri
validation los
e model fitnes
shows the effi
The dataset w
e 11 show th
load data train

ed, the MSE

do Udoma da

ng Science and T

Vol. 11 Iss

t), and forecas

ics which inc
ss. Training 
ss on the traini
iciency of the 

was trained fo
he training an
ining after 50 
E for the m

ata after 50 ep

Technology (JME
ISSN: 2458-9

ue 1, January - 2

16

 
st for the next 

clude the train
loss shows 

ing data, wher
model fitness
r 50 epochs. 

nd validation 
epochs. From

model predicti

 
ochs 

EST) 
9403 
2024 

6905 

30 

ning 
the 

reas 
s on 
The 
loss 

m the 
ions 



Journal of Multidisciplinary Engineering Science and Technology (JMEST) 
ISSN: 2458-9403 

Vol. 11 Issue 1, January - 2024 

www.jmest.org 
JMESTN42354402 16906 

4. CONCLUSION 
Application of Recurrent Neural Network (RNN) in 
predicting and also forecasting of injection substation load 
is presented. The study used the RNN to model the 
injection substation load based on a case study dataset and 
then evaluated the model performance using Mean Squared 
Error (MSE). Furthermore, the RNN model was used to 
forecast the injection load for the given case study 
substation. In all, the model performance shows that the 
RNN is suitable for the modeling and prediction of the 
injection load for the given case study substation. 
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