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Abstract—Detecting traffic anomalies is a crucial
task in numerous network management systems.
One significant approach that has emerged
involves using statistical analysis to identify a
specific class of Internet traffic anomalies. This
method leverages a mathematical model of
equilibrium to examine strongly correlated flows,
which change in a way that reveals this class of
anomalies. Notably, this approach identifies
anomalies caused by large sets of correlated
flows without needing to train a model on
historical data. In this paper, we propose a new
scheme (called sTime1) to identify significant time
intervals by having of a large enough flows
according to Gaussian distribution and a good
enough error rate under certain statistical
assumption. Experiments on real traffic traces
demonstrate that the sTime1 scheme can enhance
performance of detection by improving the
number of detected anomalies as well as reducing
the detection time in compare with other
approaches.
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. INTRODUCTION

Anomaly detection are widely used in network
monitoring and network security application [6,17].
Traffic anomaly is a data point that significantly
deviates from normal pattern of network traffic data
[1,6,9,16]. The goal of traffic anomaly detection is to
monitor traffic and flag an alarm whenever some
abnormal events happen. Anomaly detection
algorithms normally require building a statistical model
of normal traffic and defining an anomaly as a
deviation from normal [5,7,8]. In these techniques,
traffic data are aggregated into one or more time
series, example flow counts in fixed-sized time series.
Next, the time series is compared to a pre-selected
model of normal traffic behavior and an anomaly is
flagged whenever the observed traffic deviates from
the model. However, besides the computational
overhead of periodically re-training the model.

Another approach of anomaly detection is based
on the flow changing model of equilibrium [2]. This
model is developed based on an empirical
observation that the average volume change across

the flows in a link is close to zero. This flow
equilibrium property holds if all the flows are nearly
independent and stationary [4,11,18] and it is violated
by traffic changes caused by several small and
correlated flows.

In this paper, we are interested in anomaly detection
method within time intervals to detect anomalies as
soon as possible and in real time. A time interval is
said to contain an anomaly whenever the measured
value falls outside the meaning value. Besides, we are
also interested in relationship of flow counts, time
intervals and anomaly count in network anomaly
detection by statistical method.

Real-time anomaly detection needs to analyze traffic
data in correspondent time intervals with a view to
provide a quick and possibly warning of ongoings
traffic anomalies. The determination of the initial time
interval (t;) and significant time intervals (sti) are very
important, as the basis for verifying anomalies when
compared with threshold, to shorten computation the
time and ensure flow sets is Gaussian distribution with
two assumptions on empirical properties of traffic flow
properties. Our approach will improve the model by
these points. Besides, the performance of the model
depends on initiative thresholds and guarantees the
needed flows as well as maximize anomalies
according to sti.

We present in this work sTime1 detection algorithm to
define fast significant minimum time intervals and
measured flows under different time intervals to define
anomalies as well as appropriate significant time
intervals detecting anomalies by comparing with other
detectors [10,14,15]. By this way, the scheme can
show distribution of anomalies in time interval in time
series and number of detected anomalies is detected
better. Our improvement by finding sti will enhance
effect of anomaly detection in real-time and can
monitor of anomalies changes in each day. The
method is quite simple, low complexity and fast
computing time. This is a single method can find many
different types of events that without knowing them in
advance.

The rest of paper is organized as follows. In section II,
we present the problem definition. Our solution will be
described in Section Ill. We present in Section IV the
experimental results on real data traces from WIDE
project. Section V finally concludes this paper.
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Il. PROBLEM DEFINITION AND BASIC METHOD

This section outlines the problem of anomaly
detection in network traffic and introduces a basis
anomaly detection method proposed by Silvera et al.

[2].
1.1 Basic parameters of traffic flows

A packet is described by following characteristics:
TimeStamp: time label of a packet in traces;
S_IP: Source IP address of packets;

D_IP: Destination IP address of packets;
S_Port: Source Port of packets;

D_Port: Destination Port of packets;

Protocol: Protocol of packets.

A traffic flow is defined as a serie of packets that
share the same values for a given set of traffic
features (S_IP, D_IP, S_Port, D_Port and Protocol).

1.2 Model of anomaly detection

a. Assumption

The model of normal traffic behavior in a link lies on

two assumptions as follows [4,18].

(1) Flows are modeled by stationary processes. Since
the capacity of a link is limited, the total volume of
all flows can not always increase. If one flow
increase its volume then other flows on the link
must decrease their volume to compensate.
Stationarity is heavily dependent on timescales in
which we observe flows, like the size of time
intervals. It is well known that traffic exhibits
strong non-stationary behaviors over long
timescales, including daily and weekly cycles, and
long-term trends. However, several works have
shown that, at short timescales, traffic can be well
modeled by stationary processes [11,18].

(2) Flows are independent of each others. In fact,
several flows are weakly dependent [12].
According to the law of large number, flows can
be independent of each othes. Because
independence does not hold strictly, small
correlations between flows become insignificant
compared with the randomness in large traffic
aggregates. Thus, the convergence of average of
volume change in aggregate time to zero may be
slower, requiring a larger number of flows
according to the law of large numbers [12].

b. Model
Time is divided into fixed and small interval. Given

a flow f, the volume of this flow is the number of

packets in the flow during corresponding time interval

i, denoted by x¢;. The volume change of flow f in two

consecutive times is denoted by VCs; = X¢jvs-Xg;.

Given F flows, the Average Volume Change (AVC)
and the Standard Deviation (SD;) between
consecutive times iand i + 1 are given by:

F l
AVC, = Z Ve, m
f=1
s, | $ wC-arer]” o
i L%t' F-1
rSD. = SD; 5

It is observed that AVC; and relative SD; (rSD;) on
a link tend to zero when the number of flows F in a
time interval is large enough. Anomaly Detection
Value (ADV) is defined as follows.

ADV = AVCAF / SD, 4)

For two above assumptions and a large number F,
VC; is zero mean and independent, identically
distributed (i.id) random variable. AVC; and ADV
follow a standard Gaussian distribution random
variable. K(p) is the percentile of the standard normal
distribution and rSD; are parameters for assessing
error of AVC; to threshold K(p).

SD; has a (1-p) Confidence Interval (Cl) given by the
central limited theorem as follows.

CI =[AVC, - K(p)SD, /|F,AVC, + K(p)SD, / JF] (5)

There is an anomaly at a time interval if C/ does not
contain zero. Thus, ADV is a value for detecting
anomaly in a time interval and flag an alarm if ADV is
larger than K(p).

lll. SOLUTION OF THE PROBLEM

Based on the above analysis, our objectives for this
problem are improving the performance of detection
and reducing computation time (for a giving scenario
on-the-fly). To achieve that goal, we define the
significant time intervals to detect anomalies as much
as possible by comparing with other detectors; we
develop a fast algorithm (sTime1 detection algorithm)
to find minimum and maximum significant time
intervals.

I11.1 Significant time intervals

Significant time intervals (sti) are reasonable time
interval values that having maximum of anomalies and
minimum of overlap anomalies as well as computing
time. By which:

Minimum time interval (t,,) is a significant time
interval that having large enough flows according to
Gauss distribution and to maximize of anomalies.
Maximum time interval (t,ax) is @ minimum reasonable
time interval that anomalies can differentatiate
between two consecutive time intervals with each step
tmin in the overall time T.
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Figure 1: Defining significant time intervals, minimum
time interval and maximum time interval

In many the traces, capturing times are from 5
minutes to 15 minutes. However, significant time
interval sti is an opposite feature with capturing time.
The significant time intervals are important to
algorithm performance. If it is quite larger value than
minimum time interval, some anomalies may be
missed because many anomalies only will be
happened in a very short of time. On the contrary, we
have many alarms. Thus, time intervals for computing
flows have reasonable values in networked anomaly
detection.

111.2 Propose detection algorithm sTime1

Our sTime1 algorithm for detecting anomalies is valid
when the number of flows F is large. According to a
rule of thumb in statistics for determining sample size
[3,13] and a reasonable sample size is good with
acceptable false positive rate p=5% to 1% or lower,
we should find significant minimum time interval with
at least F, flows so that the central limit theorem
provides a good approxiamation for at least 95%
confidence level and f,=1ms. When 5% or lower
significance is obtained, researchers are fairly
confident that the results are real, in other words not
due to chance factors alone.

We measured with different time intervals in real data
sample traces with basic time is minimum time
interval. The detail of detection algorithm sTime1 as
follows:

Time (ms)

Until T/1'2>F0

//Step 4: Find out anomalies in traces and times,
respectively

k=1

rr(k)=a((k+1)t;)/a(kt;)

if rr(k)=0.99 then t,.,=kt,

Find out t; =t,;,, STl and anomalies a(kt;)

//Step 0: Input: false positive rate p, F, , first time
interval t=t, time bin T
/Output: t;, STI (tnin,tmax) @nd anomalies a(kt;)

//Step 1: Find initial significant time interval t,
Define Average of Flow (AF) of time intervals t
while (AF<F, and rSD>0.01) t=Fyt,/AF
t1:t

//Step 2: Find anomaly within time intervals t;
a(ty)=0
Compute ADV as equation (4) for each time
interval t; and flag an alarm if ADV>K(p)

1.3 Threshold K(p) by Gaussianity distribution

Likewise time intervals, K(p) affects to performance of
the method. So K(p) need a reasonable value in the
trace. This important since it relates directly false
positive rate. Threshold controls the false positive
rate, it is a probability of flagging an alarm when traffic
is normal. For the number of flows F in a time interval
is large, AVC has a (1-p) confidence level given by the
central limit theorem as equation (5). By the standard
normal distribution, we define K(p) is the percentile 7-
p/2 Gaussian distribution. Besides, Gaussianity
depends on the number of flows in time interval, in the
trace we consider time intervals from t;=t,;, and most
of the time intervals more than 400 flows so traffic
Gaussianity is corresponded. With a target false
positive rate of 1%, which corresponds to a detection
threshold of 3 in our method. This value is used to
prove again for corresponding of initial significant time
interval ¢,.

IV. EXPERIMENTAL EVALUATION RESULTS

In this section, we present our initial experiment result
and some comparison results. We evaluate in the
trace that consider only traffic on non-saturated links
and using short-timescales. We test false positive rate
p=1%, ty=1ms, k=2. Firstly, we find the minimum time
interval t; in traces, then implemented algorithm to
define anomalies and comparison with other
detectors. The ground truth for evaluation is provided
by MAWI datasets [10,14,15]. Given a combination of
trace and parameter values, we compute the fraction
of time intervals in the trace that are considered
anomalous by our method.

IV.1 Test enviroment and applied traffic traces

We investigate traffic data from MAWI in 2001 to find
initial time interval through investigating the result of
average volume change. In next step to detection
phase, we also identify significant time intervals and
the number of anomalies in these time intervals by
comparison with PGHK detector [10,14,15]. Some
applied traffic trace information displayed in Table 1 as
follows.

a(t,)=a(t;)+1
Average Period 19-23/3 | Period 16-20/4
//Step 3: Find anomaly in other time intervals a(kt;) :
k=2 Time (s) 943.20 729.20
Repeat step 2 with each time interval t,=kt, Size (MB) 200.40 200
k=k+1 Throughput Mbps 18.20 23.8
WWWw.jmest.org
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Packets 2997000 2997000
Flows 88726 86412
Average Period 19-23/5 | Period 16-20/6
Time (s) 494.60 691.80
Size (MB) 200 200
Throughput Mbps 21 22.4
Packets 2997000 2991000
Flows 52227 72514

Table 1: Some applied traffic trace in MAWI

IV.2 The variation of AF in different time intervals and
initial significant time interval t,

We implement sTime1 detection algorithm with real
trace traffic MAWI project to find initial time interval t;
for minimum flow average 400 flows. Results is
displayed in Figure 2.

To prove again time t; whether it is appropriate or not,
we compute rSD is small enough for K(p)=3, the result
is also figured out in Figure 2.
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Figure 2: Defining initial significant time interval

IV.3 The variation of rSD in different time intervals and
Confidene Interval in different flows

We also investigated confidence intervals in equation
(5) for the variation in traffic flow average with 99% of
confidence interval above as results in Figure 3
together with the variation of rSD.
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Figure 3 The variation of Cl and rSD in different flows

These results can use for identifying types of anomaly
in detail and flows level distribution to trigger this
anomaly the quicker the better.

IV.4 Anomaly detection in different time intervals and
significant time intervals

On the basis of the initial time interval t; and
implement sTime1 algorithm in the MAWI traffic trace
in a row, we identify t,, as follows: we compute the
anomaly rate rr(k) between two consecutive time
interval in time T with each step t,,;,=t;. We define t,.x
when rr(k)=0.99. This rr(k) can satisfy that anomalies
can differentatiate between two consecutive time
intervals with each step f,;, in the overall time 7. The
results show the rate of anomaly in Figure 4.

Thus, in the investigated trace traffic, significant time
intervals are from 500ms to 5000ms. We have
determined the initial significant time interval is
500ms, significant maximum time interval is 5000ms.
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Figure 4: The significant time intervals in Internet
traffic anomaly detection

In this time interval, we can detect maximum of
anomalies. If time interval is smaller sti, we have
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many alarms that overlap anomalies. Thus, we need
analysis more details flows to differentiate alarms and
kind of anomalies.

On the contrary, time interval is bigger sti then
anomalies can be missed because anomalies occur in
the short time. We can adjust threshold as a result, it
can be overlapped anomalies. Moreover, in bigger
time it can hardly to detect anomalies online.

V. CONCLUSION AND FUTURE WORK

This paper presents a novel anomaly detection
technique for network traffic analysis. The method
leverages empirical flow properties, enabling anomaly
identification without pre-defined models of normal
behavior. This unsupervised approach offers key
advantages:

e Simplicity: Our method requires no training
data, making it less susceptible to data
poisoning attacks.

o Efficiency: We introduce the sTime1l
algorithm, which analyzes real traffic traces
from the MAWI archive to identify significant
time intervals. This statistically-driven
approach reduces computation time and
enhances detection efficiency.

Our results demonstrate that anomalies can be
effectively detected by analyzing deviations in flow
properties that follow a Gaussian distribution. We
employ a threshold (K(p)) to distinguish between
normal and anomalous behavior. Additionally, our
experimental time scheme achieves anomaly
detection within 120 seconds.

While the proposed method exhibits promising results,
including comparable anomaly detection rates to the
established PGHK detector, further investigation is
necessary:

e Anomaly Type Classification: We currently
do not delve into identifying specific types of
anomalies or the flow distributions that trigger
them. Future work will explore methods to
assess these relationships for each anomaly.

e Online Detection and Machine Learning
Integration: Our current approach focuses on
offine analysis. We plan to investigate
techniques for online anomaly detection and
incorporate machine learning algorithms to
potentially improve detection accuracy and
identify specific anomaly types.
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